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Abstract— Grid computing is the collection of
computer resources from various area or locations
to achieve a common goal. Grid computing is a
distributed computing that includes sharing of data
and storage, computational power and resources
over network across dynamic organizations.
Workload and resource management are two main
functions by Grid. The goal of Grid computing is to
create the illusion of a simple but large and
powerful self-managing virtual computer out of a
large collection of connected heterogeneous systems
sharing various combinations of resources. To
achieve the promising potentials of tremendous
distributed resources, effective and efficient load
balancing are fundamentally important Load
balancing enables in effective technique of
resources to improve the overall performance of the
system. With the increase in system size, the
probability of occurrence the main goal of load
balancing is to provide a distributed, low cost,
scheme that balances the load across all the
processors. The purpose of this paper is to review
various different load balancing for the grid based
distributed network and identify gaps between
them. Many load balancing algorithms are already
implemented which works against various issues
like scalability, heterogeneity.

Index Terms— Grid computing, Grid Architecture,
Resource Management, Load balancing

L. INTRODUCTION

Grid computing applies the resources of many
computers in a network for a single problem at the same
time - usually to a scientific or technical one that
requires a large number of computer processing cycles
or access to large amounts of data[1]. All Grid is a
system which coordinates resources that are not subject
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to centralized control, using standard, open, general
purpose protocols and interfaces to deliver nontrivial
qualities of service[3].With the increased popularity of
internet and availability of high performance computers
and high speed networks as low cost commodity, it has
become possible to use networks of computers as a
single unified computing resource. With the growth of
grid technologies, more and more companies are
moving from large scale, centralized databases to
databases that reside on grid-based systems. Grid
technology allows organizations to use numerous
computers to solve problems by sharing

computing resources. The problems to be solved might
involve data processing, network bandwidth, or data
storage. Workload represents the amount of work to be
performed where all resources have different
processing speed.

Resource management and scheduling is the strongest
key grid services, but to achieve scheduling and
efficient grid resource management, load balancing and
task scheduling is one of the key issues that must be
addressed. The technique of load balancing is to
distribute workload across two or more computing
nodes, in order to get maximum throughput, optimal
resource utilization, minimize response time, and avoid
overload. Two main aspects that have to be considered
in implementing any load balancing algorithms are
scalability and adaptability [6].

Grid computing is enabled by relatively
high-performance  computers, robust computer
networks, grid management software, and the

divisibility of difficult scientific problems. Together
these allow a job to be subdivided and distributed to
thousands or even millions of computers to calculate a
solution. In Grid computing, individual users can
access computers and data, transparently, without
having to consider location, operating system, account
administration, and other details. Grids tend to be more
loosely coupled, heterogeneous, and geographically
distributed. In Grid computing details are abstracted,
and the resources are virtualized [2].

A typical distributed system will have a number of
interconnected resources that can work independently
or in cooperation with each other [13].Key
characteristic of grids is to share resources (e.g. CPU
cycles and network capacities)among numerous
applications, therefore number of resources available to
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any given application highly fluctuates over time. In
this scenario load balancing plays key role for those
applications which are grid enabled. To minimize this
unbalancing situation (time needed to perform all
tasks), the workload should be evenly distributed over
all resources based on their processing speed. Essential
objective of load balancing consists primarily in
optimizing

the average response time of applications, which often
means maintaining the workload proportionally
equivalent on the whole resources of a system.
This work focuses on load balancing in a grid
environment. Grid application performance is critical
in grid computing environment. So to achieve high
performance we need to understand the factors that can
affect the performance of an application like load
balancing, which is one of most important factors that
influence the overall performance of application. The
popularity of the Internet and the availability of
powerful computers and high-speed networks as
low-cost commodity components are changing the way
we use computers today. These technical opportunities
have led to the possibility of using geographically
distributed and multi-owner resources to solve
large-scale problems in science, engineering, and
commerce. Recent research on these topics has led to
the emergence of a new paradigm known as Grid
computing [2].
Section II describes the Literature Survey. In Section
111, we talk about Load balancing. Approaches of Load
Balancing are presented in Section IV. In section V, we
present the load balancing strategies. Challenges
describe in section VI.we present the conclusion in
section VIIL.

II. LITERATURE SURVEY

Grid computing is the collection of computer resources
from various locations to achieve a common goal. Grid
computing is a type of parallel system which enables
the dynamically selection, aggregation and distribution
of geologically resources at run time depending on their
user quality of self service requirement, availability,
performance, cost, capability. Load balancing is very
effective technique to reduce response time and to
improve resources utilization, exploiting through
proper distribution of the application assuming
homogeneous set of nodes linked with homogeneous
and fast networks, various load balancing algorithms
were developed. Analyzing the past results and to
improve the performance and throughput, efficient
algorithms with better scheduling policies [5].

Grid Computing has emerged as a new and important
field and can be used to increase the performance of
Distributed Computing. Grid computing [6] has large
and powerful applications of self-managing virtual
computer out of a large collection of heterogeneous
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systems that sharing various resources which lead to the
problem of load balance. The main goal of load
balancing is to provide a distributed, low cost, scheme
that balances the load across all the processors.

Grid Computing is emerging as wide scale distributed
infrastructure that promises to support resource sharing
and synchronized problem solving in dynamic and
heterogeneous environment. Grid Computing is
becoming a generic platform for high performance and
distributed computing due to which it is being adopted
in various areas like academic, industry, and research
use[7]. Grid Computing has progressed a lot, yet, there
are some areas of concern, like resource management,
resource scheduling, load balancing and security over
which, research is still in progress. Load balancing is a
great challenge in dynamic and heterogeneous
environment like Grids. Load balancing is a technique
to enhance resources, utilizing parallelism, improve
throughput, and to cut response time through an
appropriate distribution of the applications. The main
goal of load balancing is to provide a distributed, low
cost, scheme that balances the load across all the
processors. An effective and efficient load balancing
algorithm is required to balance the load in Grid
environment, which is a tedious task due to basic nature
of Grid environment.

Load Balancing [8] is a technique to improve resources,
utilizing parallelism, exploiting throughput managing
and to reduce response time through proper distribution
of the application. Load balancing strategies is always
used for the emergence of Distributed systems.
Generally there are three type of phases related to Load
balancing i.e. Information Collection, Decision
Making, Data Migration. Grid computing is a replica of
distributed computing that uses geographically and
disperses resources. To increase performance and
efficiency, the Grid system needs competent load
balancing algorithms for the distribution of tasks. Load
balancing algorithms is of two types, static and
dynamic.

In the provision of a Grid service[9], a provider may
have heterogeneous clusters of resources offering a
variety of services to widely distributed user
communities. Within such a provision of services, it
will be desirable that the clusters will be hosted in a
cost effective manner. Hence, an efficient structure of
the available resources should be decided upon these
clusters. A static structure, adopted in classical
distributed systems, where a single master node
controls all resources and decides where incoming jobs
should be executed, is not efficient for Grid computing.
For this purpose, we propose a dynamic tree-based
model to represent Grid architecture in order to manage
workload. This model is characterized by three main
features: (i) it is Hierarchical; (ii) it supports
heterogeneity and scalability; and, (iii) it is totally
independent from any physical Grid architecture. Over
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the proposed model, we develop a load balancing
strategy suitable for large scale, dynamic and
heterogeneous environments. The proposed strategy is
based on a neighborhood load balancing whose goal is
to decrease the amount of messages exchanged between
Grid resources. As a consequence, the communication
overhead induced by task transfer and workload
information flow is reduced, leading to a high
improvement in the global throughput of a Grid. The
first experiment results of our strategy are very

promising. In effect, we have obtained a significant
improvement of the mean response time with a
reduction of the communication cost. The popularity of
the Internet [10] and the availability of powerful
computers and high-speed networks as low-cost
commodity components are changing the way we use
computers today. These technical opportunities have
led to the possibility of using geographically distributed
and multi- owner resources to solve large-scale
problems in science, engineering, and commerce.
Recent research on these topics has led to the
emergence of a new paradigm known as Grid
computing. To achieve the promising potentials of
tremendous distributed resources, effective and
efficient load balancing algorithms are fundamentally
important. Unfortunately, load balancing algorithms in
traditional parallel and distributed systems, which
usually run on homogeneous and dedicated resources,
cannot work well in the new circumstances.

II1. LOAD BALANCING

Load balancing is a technique to enhance resources,
utilizing parallelism, exploiting throughput
improvisation, and to cut response time through an
appropriate distribution of the applications [14]. To
minimize the decision time is one of the objectives for
load balancing which has yet not been achieved. Job
migration is the only efficient way to guarantee that
submitted jobs are completed reliably and efficiently in
case of process failure, processor failure, node crash,
network failure, system performance degradation,
communication delay; addition of new machines
dynamically even though a resource failure occurs
which changes the distributed environment [11].

Load balancing mechanisms can be broadly
categorized as centralized or decentralized, dynamic or
static, and periodic or non-periodic [12]. All load
balancing methods are designed such as, to spread the
load on resources equally and maximize their
utilization while minimizing the total task execution
time. Selecting the optimal set of jobs for transferring
has a significant role on the efficiency of the load
balancing method as well as grid resource utilization.
This problem has been neglected by researchers in most
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of previous contributions on load balancing, either in
distributed systems or in the grid environment [15].

As following Figure 1 load balancing feature can prove
invaluable for handling occasional peak loads of
activity in parts of a larger organization. These are
important issues in Load Balancing:

* An unexpected peak can be routed to relatively idle
machines in the Grid.

« If the Grid is already fully utilized, the lowest priority
work being performed on the Grid can be temporarily
suspended or even cancelled and performed again later
to make room for the higher priority work.

Figure 1 Job Migration [3]

IV.LOAD BALANCING APPROACHES

Load balancing problem has been discussed in
traditional distributed systems literature for more than
two decades. Various algorithms, strategies and
policies have been proposed, implemented and
classified [16].Algorithms can be classified into two
categories: static or dynamic.

(a) Static Load Balancing Algorithm

It allocate the tasks of a parallel program to
workstations based on either the load at the time nodes
are allocated to some task, or based on an average load
of our workstation cluster. The decisions related to load
balance are made at compile time when resource
requirements are estimated. This algorithm is the
simplicity in terms of both implementation as well as
overhead, since there is no need to constantly monitor
the workstations for performance statistics. However,
static algorithms only work well when there is not much
variation in the load on the workstations.
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Figure 2 Static Load Balancing [17]
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A static load balancing techniques are:

¢ Round robin algorithm - the tasks are passed to
processes in a sequential order; when the last
process has received a task the schedule
continues with the first process (a new round)

e Randomized algorithm: the allocation of tasks to
processes is random

e Simulated annealing or genetic algorithms:
mixture allocation procedure including
optimization techniques.

Static load balancing still have some problems:
e [t is very difficult to estimate a-priori [in an
accurate way| the execution time of
e Sometimes there are communication delays that
vary in an uncontrollable way
e For some problems the number of steps to reach
a solution is not known in advance

(b) Dynamic Load Balancing Algorithm

Dynamic load balancing algorithms make
changes to the distribution of work among workstations
at run-time; they use current or recent load information
when making distribution decisions. Multicomputers
with dynamic load balancing allocate/reallocate
resources at runtime based on no a priori task
information, which may determine when and whose
tasks can be migrated.
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Figure 3 Dynamic Load Balancing [17]

Dynamic load balancing algorithms can provide
a significant improvement in performance over static
algorithms. However, this comes at the additional cost
of collecting and maintaining load information, so it is
important to keep these overheads within reasonable
limits.

V.LOAD BALANCING STRATEGIES

There are three major parameters which usually
define the strategy a specific load balancing algorithm
will employ [9]. These three parameters answer three
important questions: Who makes the load balancing
decision? What information is used to make the load
balancing decision, and where the load balancing
decision is made?
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(a)Sender-Initiated vs. Receiver-Initiated Strategies

The question of who makes the load balancing
decision is answered based on whether a
sender-initiated or receiver- initiated policy is
employed [41]. In sender-initiated policies, congested
nodes attempt to move work to lightly- loaded nodes. In
receiver-initiated policies, lightly-loaded nodes look
for heavily-loaded nodes from which work may be
received.

(b) Global vs. Local Strategies

Global or local policies answer the question of
what information will be used to make a load balancing
decision in global policies, the load balancer uses the
performance profiles of all available workstations. In
local policies workstations are partitioned into different
groups. The benefit in a local scheme is that
performance profile information is only exchanged
within the group. The choice of a global or local policy
depends on the behavior an application will exhibit. For
global schemes, balanced load convergence is faster
compared to a local scheme since all workstations are
considered at the same time. However, this requires
additional ~communication and synchronization
between the various workstations; the local schemes
minimize this extra overhead. But the reduced
synchronization between workstations is also a
downfall of the local schemes if the various groups
exhibit major differences in performance. If one group
has processors with poor performance (high load), and
another group has very fast processors (little or no
load), the latter will finish quite early while the former
group is overloaded.

(c) Centralized vs. De-centralized Strategies

A load balancer is categorized as either
centralized or distributed, both of which define where
load balancing decisions are made [17-19]. In a
centralized scheme, the load balancer is located on one
master workstation node and all decisions are made
there. Basic features of centralized approach are: a
master node holds the collection of tasks to be
performed, tasks are sent to the execution node when a
execution process completes one task, it requests
another task from the master node.

Manager Node

O

Executor Nodes

Figure 4 Centralized Strategies
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VI. CHALLENGES OF LOAD BALANCING

Challenges of Load Balancing[7] in Grid
Computing There are many challenges related to load
balancing in grid environment. Some are discussed
further:

A.Resource Heterogeneity
There are two types of resources in computational grid,
first one are network resources and second one are
computational resources in which heterogeneity exists.
In networks resources it may be in terms of bandwidth
and used network protocols. In case of computational
resource there may be different hardware, architecture,
no. of resources, physical memory size, CPU speed and
so on. Heterogeneity results in differing capability of
processing, which is the main cause for load balancing
in heterogeneous environment.

B. Site Autonomy

Grid with their distributed ownership and cross-
domain organization gives a different type of problem
in grid environment. As a direct result of distributed
ownership, resource owners take management decision
regarding local resources, often based on local
information and local requirements. If the whole system
would be shared there, then security of the system may
leak. An application from the unauthorized user can’t
be run on any system. To efficiently manage the
resources available in grid systems to meet the needs of
an ever-changing and diverse user community, an
automated, agile, and adaptive dynamic control system
with grid-wide perspective is needed [3].

C.Dynamic Behavior
In grid environment, there are more and more problems
due to the heterogeneity of resources. Any time any
resource may be available and can be unavailable due to
machine failure or connection problems. This dynamic
behavior always gives headache to the user of grid
environment [3].

D.Resource Non-Dedication
Due to non dedication of resource, resource may join
the many grid systems simultaneously. A contention
arises there when requests from many users come there.
So due to resource non dedication resource usage
contention is the major issue in grid environment.

E. Application Diversity

In grid environment there is different types of users
having different type of applications and has different
requirements. For example some applications may have
set of dependent jobs, other may have independent jobs,
and on other side some application requires sequential
execution. Keeping all aspects of jobs in mind,
designing a general purpose load balancing system is
extremely difficult [20]
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CONCLUSION

Grid Computing is definitely a promising
tendency to solve high demanding applications and its
related problems. Main objective of the grid
environment is to achieve high performance. Dynamic
nature and complexity of Grid make load balancing
very complex and vulnerable to faults. To maintain
entire load of nodes is very hard due to dynamic nature
of resources in a Grid environment. There are a number
of factors, which can affect the grid application
performance like load balancing, heterogeneity of
resources and resource sharing in the Grid
environment. In future work on load balancing and
presents factors due to which load balancing is
initiated, compares existing load balancing algorithms
and finally proposes an efficient load balancing
algorithm for Grid environment. It also presents Job
Migration technique for balancing load in Grid
environment.
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