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Coordination of Multiple Renewable Generators Used in a
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Abstract— Maximum peak power tracking algorithms,
which emphasize high renewable energy utilization, may
cause a supply-demand imbalance when the available
renewable generation is more than demanded, especially
for autonomous microgrids. Currently, droop control is
one of the most popular decentralized methods for
sharing active and reactive loads among the distributed
generators. However, conventional droop control
methods suffer from slow and oscillating dynamic
response and steady state deviations. To overcome these
problems, this paper proposes a distributed sub
gradient-based solution to coordinate the operations of
different types of distributed renewable generators in a
microgrid. By controlling the utilization levels of
renewable generators, the supply-demand balance can be
well maintained and the system dynamic performance can
be significantly improved. Simulation results demonstrate
the effectiveness of the proposed control solution.

Index Terms— Distributed cooperative control,
microgrid,multiagentsystem, renewable generator.

[. INTRODUCTION

Nearly all energy used was renewable. Almost without a
doubt the oldest known use of renewable energy, in the form
of traditional biomass to fuel fires, dates from 790,000 years
ago. Use of biomass for fire did not become commonplace
until many hundreds of thousands of years later, sometime
between 200,000 and 400,000 years ago. Probably the
second oldest usage of renewable energy is harnessing the
wind in order to drive ships over water. This practice can be
traced back some 7000 years, to ships on the Nile. Moving
into the time of recorded history,the primary sources of
traditional renewable energy were human labor, animal
power, water power, wind, in grain crushing windmills, and
firewood, a traditional biomass. A graph of energy use in the
United States up until 1900 shows oil and natural gas with
about the same importance in 1900 as wind and solar played
in 2010.By 1873, concerns of running out of coal prompted
experiments with using solar energy. Development of solar
engines continued until the outbreak of World War L.

The importance of solar energy was recognized in a 1911
Scientific American article: "in the far distant future, natural
fuels having been exhausted [solar power] will remain as the
only means of existence of the human race".

The theory of peak oil was published in 1956. In the 1970s
environmentalists promoted the development of renewable
energy both as a replacement for the eventual depletion of oil,
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as well as for an escape from dependence on oil, and the first
electricity generating wind turbines appeared. Solar had long
been used for heating and cooling, but solar panels were too
costly to build solar farms until 1980.an autonomous
microgrid, the control issues are very similar to those of
large-scale power systems, such as supply-demand balance
and frequency regulation. Due to the similarity, most existing
ideas on traditional power system operation can be introduced
to small scale autonomous microgrids. In [6], the authors
propose a two-level control scheme for a wind farm,which
consists of supervisory and machine levels of control. In this
scheme, the supervisory control level decides the active and
reactive power set points for all doubly-fed induction
generators (DFIGs), while the machine control level ensures
that the set points are reached. In [7], the authors propose an
optimal dispatch control strategy for awind farm.The DFIG
swere controlled to adjust the active and reactive power
generation according to the request of the system’s central
operator. In [8], the authors present a control approach for a
wind farm to provide a sufficient generating margin upon the
request of supervisory controllers. In [9], the authors present a
coordinated control method for leveling photovoltaic (PV)
generation. This control scheme uses fuzzy reasoning to
generate the central leveling generation commands to reduce
the frequency deviation of the isolated power utility.

All of these methods are centralized, therefore requiring
complicated communication networks to collect information
globally [10] and a powerful central controller to process
huge amounts of data. Thus, these solutions are costly to
implement and susceptible to single-point failures. Due to the
intermittency of renewable generation, more frequent control
updates are required. The centralized solutions may not be
able to respond in a timely fashion if operating conditions
change rapidly and unexpectedly. This paper targets
small-scale, self-contained, medium voltage microgrid power
systems, which are composed of multiple RGs, a reliable
synchronous generator (SG), and loads. For a microgrid to
work autonomously, it must maintain its own supply-demand
balance in term of active power and regulate the system
frequency and voltage magnitudes.

II. PROPOSED SUBGRADIENT-BASED SOLUTION

This section introduces the proposed fully-distributed
algorithm, which can achieve the system’s power
supply-demand balance within the microgrid.

A. Utilization Level Based Coordination
The total active power demand (Pp)of a microgrid can be
calculated as

T

Pp = Z Pri+ Pross)

i=1
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Where n 1s e numoer o1 ouses 1 e microgrid, Py ;is the
demand of load at bus i, and Py is the active power loss in
the microgrid.

The total available renewable power generation in
the microgrid can be calculated as

Pl = P O
1,1t 7,1

where is the number of RGs, and Pg;  is the maximum
power generation of RG . In an autonomous microgrid, if
Pg™ is less than Pp, all RGs will operate in MPPT mode, and
the SG(s) should compensate the generation deficiency. On
the other hand, if Pg™" is larger than Pp, MPPT control
strategies no longer apply. A suitable deloading strategy is
required to share the load demands among the RGs, which can
be accomplished by controlling the utilization

levels (u;, s) of RGs to a common value.
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Fig. 1. Tllustration of the control topology of a microgrid.

B. Algorithm Implementation

The proposed control topology is shown in Fig. 1, which is
mainly composed of RGs, an SG and loads. Each RG is
assigned an RG agent. An RG agent can measure the system’s
frequency,predict its maximum renewable power generation,
and exchange information with its neighboring agents. The
supporting communication system for the MAS based
solutions can be designed to be independent to the topology of
the power network. Even for a complex system, simple
communication network can be designed base on
cost,location, convenience, etc. Each SG is assigned an SG
agent, which does not participate in the utilization level
updating process. The SG agent decides the control mode of
the SG through control mode selection (CMS),

According to the proposed distributed algorithm, there is no
need to measure global loading conditions and losses in the
system. Since any supply demand imbalance will result in
changes in frequency, the utilization level of an RG can be
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adjusted based on measured frequency deviation as shown in
(23). In this way, the amount of measurements can be
significantly reduced. In addition, the complexity and cost of
the supporting communication network can also be lowered.
The maximum active power generation of a DFIG can be
estimated using measured wind speed [37]. In addition, there
are many other MPPT algorithms for wind turbine generators
available in literature, as summarized in [38]. Similarly, the
maximum generation of a PV generator can be predicted
based on weather condition (solar insolation, temperature,
etc.) [39].
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Fig.2. Machine-level control of DFIG in deloading mode.

A lot of MPPT algorithms for PV generators have been
developed in the past years [40], such as, fuzzy logic control,
neural network, etc. In accuracy of the maximum power
estimation always exists to some extend due to the prediction
errors [41]. Sometimes the predicted value is larger than
practical, sometimes smaller. For under-estimation, the
predicted generation can be realized. For over-estimation,
such as due to the aging problem or internal failures of a PV
system, the advantage of the proposed algorithm will present.
The proposed algorithm updates generation references based
on overall generation estimations and overall demand. Since
the generation reference settings are usually lower than the
P.™ under sufficient renewable generation, the impact of
inaccurate estimation can be lowered.

[I. SIMULATION STUDIES

The proposed fully-distributed cooperative control algorithm
is tested with a 6-bus microgrid model using
MATLAB/SIMULINK, In this paper, the DFIG is controlled
by back-to-back converters.With the decoupled control
method introduced in [43], the rotor-side converter (RSC)
controls both the active and reactive power of the DFIG. The
active power is controlled by adjusting the -axis rotor current
, while the reactive power is controlled by adjusting the -axis
rotor current , as shown in Fig.3.
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Fig.3. Schematic diagram of control strategy for RSC and
GSC of a DFIG.

The deviation between the active power output of DFIG and
the reference value forms the error signal that is processed by
a PI controller to produce the rotor current reference. Through
another PI controller, the difference between rotor current and
reference value is used to produce rotor
voltage . There are two modes for reactive power control, the
voltage and reactive power regulation modes. Both modes
regulate g-axis rotor current . In voltage regulation mode, is
controlled to reduce voltage fluctuation [44]. For reactive
power
regulation, the difference between the reactive command and
the reactive power output forms rotor current reference
through a PI controller. Here, GSC is used only to stabilize the
DC-link voltage.
as shown in Fig.4. The system contains six loads, three
DFIGs, two PVs and one SG. The DFIG at bus-1 (abbreviated
as DFIG-1) is controlled in reactive power regulation mode,
the DFIG-4 and DFIG-5 are controlled

DRIGIMW 1 2 V24 MW
25KVISMVA SG
Main Grid |~ o 4 DFIG4 6MW
AR
CB — LKVIMVA
) ;
MV Bus o DFIGS MW
KVAMVA
PV3 ESMW —
[ 2KVINVA
—

Fig.4. Configuration of a 6-bus microgrid.

in voltage regulation mode, and the PV-2 and PV-3 are
controlled in unit power factor mode, as introduced in Section
I1I. The ramp-up and ramp-down rates of the SG are both set
to 0.4 MW/s. The communication topology of the MAS for
the 6-bus microgrid. During simulations, time step for
utilization level update is selected to be 0.1 s, which has good
balance of control performance and technical feasibility. The
proposed control strategy is tested under two operating
conditions. Test 1 establishes a constant available renewable
generation and loads. Test 2 has avariable available
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renewable generation and loads. The first test is unrealistic yet
easier to understand due to its simplicity.

A. Test 1

In the first test, the demands of the loads remain constant. The
wind speeds of the DFIGs at bus-1, bus-4, and bus-5 are
constant at 11 m/s, 14 m/s, and 14 m/s, respectively. The solar
insolation of PVs at bus-2 and bus-3 are 900W/m’ and
1000W/m?, respectively. An islanding event at 20 s is
simulated to test the performance of the proposed control
strategy.Before islanding,RGs are controlled using the MPPT
algorithm, and the initial output of the SG is set to 2 MW to
create enough disturbances to test the performance of the
proposed control algorithm. At the instant of islanding, the
available renewable power is more than the load demand, the
system’s frequency increases at this moment.The proposed
algorithm forces the utilization level to drop in order to allow
the RGs to dump excessive renewable power. Fig.5 shows the
dynamic responses of the RGs. The active power generations
of the DGs converge to a value below the maximum available
power after islanding. The utilization levels, if calculated, are
the same as the ratio of actual output power to MPPT power.
To evaluate the performance of the proposed algorithm, the
traditional Droop-AGC method is simulated for comparison.

Droop control is used to adjust the generations based on
predefined P-f Q-V characteristic. AGC is applied every 5 s to
eliminate frequency deviation. The dynamic responses under
the proposed algorithm and Droop-AGC method are shown in
Figs.6
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Fig.5. Dynamic response of DGs. (a) DFIG-1 active power
output; (b) PV-2 active power output; (c) PV-3 active power
output; (d) DFIG-4 active power output; (¢) DFIG-5 active
power output.
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Fig.6. System response under the proposed solution. (a)

Frequency response; (b) terminal voltages of DGs.
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and 7, respectively. By comparing Figs. 6(a) and 7(a), one can
see that the frequency response under the proposed solution is
able to converge to the nominal value within 6 s, while it takes
the Droop-AGC method 30 s to converge. In addition, the
overshoot of frequency response under the proposed
algorithm is 0.19 Hz, which is much smaller than that of the
conventional droop method(0.32 Hz).Similar observations
can be made for voltage responses under the proposed
algorithm and Droop-AGC method, as shown in Figs.6(b) and
7(b), respectively.
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Fig.7. System response under the Droop-AGC method. (a)
Frequency response; (b) terminal voltages of DGs.

The improved performance comes from dynamic and accurate
generation adjustments as compared to using fixed P-f and
Q-V characteristics.

B. Test 2

In this test, the initial output of the SG is intentionally set to
4MW. The sequence of events in this simulation consists of
the microgrid being isolated from the main grid at 60 s, and
then a load of 2 MW being shed at 150 s and restored at 200
s.the proposed algorithm is good at coordinating the
utilization level of five RGs to a common value. The
utilization level drops below 1 immediately after grid
disconnection. The SG switches to voltage regulation mode
and its active power generation gradually decreases from
4MW to zero.It Utilizationes level profiles of 5 RGs (Test
2).according to the pre-defined ramp-down rate. At 150 s, a
load of 2 MW is shed, and the utilization level drops so that
the RGs can reduce the renewable generation. The utilization
level rises at 200 s when the load is restored. When the
estimated maximum renewable generation is insufficient, the
utilization level reaches the upper bound and is capped at 1,
and all of the RGs are controlled in MPPT mode, which can
be observed during the period from 228 s to 300s. When the
loads are modeled as serial RLC modules with constant
parameters, the actual load will oscillate due to frequency and
voltage fluctuations. Investigating the responses of the
frequency and terminal volta(g)es (Fig.8)
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Fig.8. System response of test 2. (a) System frequency
response; (b) terminal voltages of DGs.
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helps to clarify this phenomenon.the utilization level, the
actual active power generation, and the available maximum
wind power of DFIG-4. DFIG-4 can operate in deloading
mode when the available renewable power exceeds the
demand (60 s—228 s) and in MPPT mode when the available
maximum renewable power is insufficient (228 s—300 s).
Similar performances can be observed for other RGs, which
are not shown here. When the rotor speed is below the
threshold of 1.3 p.u., the pitch angle control is not activated
and remains at .Pitch angle control is activated when the rotor
speed reaches the upper limit. The frequency and voltage
responses are usually customers’ main concerns, and they
should be evaluated by up-to-date standards and regulation
codes. According to the IEEE Std. 1547 [53], the normal
frequency should be within the range of 59.8 Hz—60.5 Hz.
ANSI/NEMA C84.1 [54] recommends that the frequency
deviation should be within 0.05 Hz and the voltage within
0.90 p.u—1.10 p.u. Fig.8 indicates that the maximum
frequency deviation (60.4 Hz) is less than 60.5 Hz, and the
voltage response is in the range of (0.96
p-u—1.05p.u.).Therefore, both the frequency and voltage
performances meet the above standards. During the
simulation study, DFIG-4 and DFIG-5 are operated in voltage
regulation mode, and the SG, DFIG-1, PV-2 and PV-3 are
operated in reactive power generation mode. In the latter
mode, a fixed amount of reactive power is generated, and
there is no direct control of the terminal voltage. This is why
the terminal voltage responses of buses in voltage regulation
mode are much better than those of the other buses.

CONCLUSION

This paper targets at the coordination problem with an
autonomous microgrid under high penetration of renewable
energy. Two main reasons motivate the authors to control the
utilization level to a common value instead of controlling
some RGs in MPPT mode and others in reduced generation
mode. First, MPPT algorithms that emphasize high renewable
energy utilization may cause supply-demand imbalance when
the available renewable generation is more than demanded.
Second, every MPPT algorithm has the problem of
impreciseness to certain degree and the predicted maximum
available generation might be unachievable. By
synchronizing the utilization levels of the RGs to a common
value, the impacts of prediction impreciseness of the MPPT
algorithms can be efficiently mitigated. The proposed control
scheme has the following four main advantages. The first
advantage is the introduction of a simple MAS-based fully
distributed method. Due to the simplicity of the network
topology and the reduced amount of information to exchange,
the cost of the supporting communication network will be
much lower than that of a centralized solution. The second is
its avoidance of the direct measurements of loading
conditions. The third is its distributed coordination of
different types of DGs (DFIG, PV, and SG), which can
maintain the supply-demand balance within the microgrid.
The fourth is its introduction of the subgradient optimization
method, which improves the system’s dynamic performance.
Simulation studies demonstrate that the multiple RGs and the
SG are well coordinated to maintain the power
supply-demand balance for the autonomous microgrid in both
excessive and insufficient available renewable power
situations.
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