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 
Abstract— Deep learning has gained its attractions towards the 

researchers, academicians and several other organizations in the 

research areas of big data, genomics, natural language 

processing, healthcare and brings several challenges and 

opportunities for various domains such as cosmology, pharmacy 

and astrophysics.  With the increased growth of the data 

produced by our digital world, deep learning becomes inevitable 

in providing solutions to the complex and real world problems. 

It is not far for the researchers to find the solutions for the 

complex problems to be solved till date such as birth of stars, 

genetic mutations, cosmological and even the birth and extended 

life of living organisms. Deep learning will definitely be the 

active component in finding solutions to such problems.  This 

paper makes an attempt to present the research studies in deep 

learning with various perspectives. 

 
Index Terms—Deep learning, big data, healthcare, genomics.  

 

I. INTRODUCTION 

  Deep learning algorithms gets its support from various data 

mining algorithms along with its applications such as logical, 

cognitive science, probability, databases and machine 

learning [1]. Deep learning is considered to be one of the 

successful tools, and has become very popular in the literature 

[2]. Motivated by the needs of digital world, information 

analysis issues and several mining algorithms are studied.  

 

Due to the lack in conceptual modeling, it can jeopardize 

more development of knowledge mining. Deep learning can 

be considered research oriented problem in solving several 

issues that cannot be solved using traditional methods.  

 

Second, understandings in deep learning as a scientific 

perspective in several fields like genomics and big data are 

studied [3]. Deep learning involves indepth knowledge on 

design, developmental, integrative and autonomous 

algorithms capable of self decision system which was widely 

used in Artificial Intelligence (AI) into their operations.  

 

Deep learning has several applications [4]. In healthcare it 

can discover the hidden patterns and opportunities from the 

data stored related to clinical and medical and can mutually 

benefitted by both patients as well as doctors. Discovery of 

new medicines, drug development, medical imaging, 

diagnosing severe health conditions, analyzing medical 

insurance fraud claims are some of the areas where deep 

learning helps in understanding, analyzing and predicting the 
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problems related to health. Deep learning also has the 

applications in genomics. Advancements in genetic research 

using high throughput sequencing algorithms have thrived the 

genomics field into big data disciplines [5][6]. Deep learning 

is one of the solutions to the problems that could not be solved 

using ML and AI techniques [7]. Artificial Neural Networks 

(ANN) is a technique for supervised machine learning.  ANN 

was inspired by which the human brain acts in learning a 

particular task [8][9]. 

 

 

Figure 1. Artificial neural network (a neuron) 

 

Figure 1 depicts artificial neural networks, which is an 

another technique of supervised machine learning, which is 

inspired by which our human brain solves for a particular 

problem. The basic idea behind the design of artificial neural 

network is to design network consisting of ‘n’ layer nodes; 

creating network to recognize from learning and training the 

network.  

A MLP (MultiLayer Perceptron) is a neural network which 

uses back propagation method to train its data. MLP includes 

three layers namely input-layer, hidden-layers and 

output-layer. Figure 2 depicts an multilayer perceptron with 

two hidden layers which are used to predict temperature.  

 

The sigmoid function, for net input x is given by 
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II. DEEP LEARNING: BIG DATA PERSPECTIVE 

Deep learning with the perspective of big data attracted 

several researchers in the recent years. The volume of the data 

generated is at a faster rate in terms of growth and speed and 

perhaps justify big data as an important research field. From 

the literature of big data [10][11] several researchers tried to 

focus on the various parameters that affect the big data, 

commonly referred as big data dimensions. Size of data stored 

in the databases can be stated as a dimension for big data. 

Traditional database technologies can no longer handle the 

massive volumes of data stored in order to be processed, 

analyzed and visualized [12]. Big data algorithms can be 

applied using the latest technologies to solve the problem of 

handling huge datasets [13]. Several studies attempted to 

solve the problems related to scalability speed and processing 

of Big data [14]. Big data can be characterized based on 

structured format, unstructured format and semi structured 

format. Clustering of data sets for sequence mining, stream 

mining, text mining, and web mining can be studied in big 

data literature. Clustering of datasets using K-means and its 

related research has gained its popularity in the recent study 

and several big data algorithms were proposed to solve the 

problem of grouping of data to a certain specific category 

based on the needs and requirements [15]. Big data 

techniques can be applied to such fields which are concerned 

with deep learning. New algorithms are introduced by several 

researchers, attempting to discover new types of knowledge 

by gaining insights from the data stored using various big data 

tools [16]. Text mining algorithms can be correlated to 

classical information retrieval algorithms. 

Baidu, Facebook, Google, and Twitter organizations use 

deep learning algorithms to maximize their organizational 

profits. Facebook and Twitter are using the Torch 

open-source deep learning framework. TensorFlowOnSpark 

(TFoS) [17] is an open source software for deep learning on 

big data clusters. CaffeOnSpark [18] is a development of 

Yahoo’s innovation in developing Apache Hadoop platform. 

CaffeOnSpark is used in many forms, and the framework was 

enhanced by various contributors from the community. 

CaffeeOnSpark, needs no separate set up to establish deep 

learning clusters, instead deep learning can be run on where 

the data is present. Issues related to TensorFlow [19], 

developed by Google have not been addressed on existing big 

data clusters. Deep Learning over Big Data [20] has been 

proposed to extract big insights from huge amount of data 

stored.  

Traditional learning algorithms makes use of shallow 

structured learning architectures, where as deep learning uses 

machine learning algorithms and techniques such as 

supervised, unsupervised methods [21] [22]. 

Boltzmann machine can be used for deep learning, which 

learns feature representations from different types of big data 

formats such as structured and semi structured data. Hop-field 

network, is a type of stochastic recurrent neural network. No 

connection exists between the units of the same layer as in the 

case of Restricted Boltzmann Machine. The probability 

assigned to vector iv is 
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The human knowledge is contextual and conceptual which 

is organized hierarchically. In summary, inspired by human 

knowledge, deep learning algorithms learn by utilizing 

efficient strategies from effective and efficient training using 

several layers. 

III. DEEP LEARNING: COSMOLOGICAL PERSPECTIVE 

 

Deep learning methods can be used for in cosmological 

domain in measuring the parameters related to cosmology. 

Deep Convolution Neural Network (DCNN) is a method 

which learns the relation between the various cosmological 

models and the maps generated. DCNN can be used to to 

design and develop cosmological models using convergence 

mass maps. This algorithm captures non-Gaussian 

information from the mass maps, and can be trained on a set of 

simulations in the real world. Training a DCCN is a 

challenging issue due to the high level of noise incorporated 

to the convergence maps and can be solved using artificial 

intelligence, machine learning and deep learning techniques 

[23].  

IV. DEEP LEARNING: GENOMICS PERSPECTIVE 

Several areas of computer science faces the problem of 

estimating the parameters used in theoretical models using 

simulated experimental data [24] [25]. A genome is an 

instruction book for building an organism [26]. Large 

volumes of data related to genomics have been generated as a 

result of next-generation sequencing, which can sequence the 

complete genome within a reduced time as compared with the 

earlier years. Deep learning can be used to solve key problems 

in genomic medicine [27] [28]. Genomics is an area within 

genetics which studies about understanding and analyzing the 

structure encoded in the DNA sequences of an organism's 

genome [29] [30]. 

CRISPR (clustered regularly interspaced short palindromic 

repeats) [31] [32] [33] is gene editing tool that can read the 

text of the genome and support genomic medicine. CRISPR 

can be used in gene therapies with targeted modifications, 

mutations, adding or deleting sequences at predetermined 

locations in a genome. Deep learning in genomics paves a 

path to unprecedented opportunities in genomic medicine 

with the features of tailored treatment for genetic diseased 

based on genetic information about the patient [34]. 

The forward algorithm and backward algorithms [35] are 

used to find the probability in sequencing methods. The 

Forward algorithm and the backward algorithm uses dynamic 

programming to calculate the probability of having to 

enumerate the probabilities observed across all the possible 

paths. 
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Table 1. Forward Algorithm 

Forward Algorithm 

Notations used: 

fi(j) – probability of feature parameter at position j in state i  

tm(xi) - probability of emitting xi by the state m 

 skm  - probability of transition from state k to state i 

  P(x) - probability of observing the entire sequence x 

      L - length of the sequence 

Step 1: Initialization (i = 0) :  

 0  0)0(1,00 >kfor=f=f k  

Step 2: Recursion (i = 1 .... L) :  

 
k

kmkimi sifxtjf )1()()(  

Step 3: Termination : 
k

kk aLfxP 0)()(  

 

 

Table 2. Backward Algorithm 

Backward Algorithm 

Notations used: 

bk(i) - probability of observing sequence when  in state k  

           having i symbols 

em(xi) - is the probability of emitting the symbol xi by state m 

    akm - is the probability of transition from state k to state m 

 P(x) - is the probability of observing the entire sequence 

Step 1: Initialization (i = L) : kallforaLb kk    )( 0  

Step 2: Recursion (i = L-1 ..... 1) : 
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Step 3: Termination : 
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V. DEEP LEARNING: HEALTHCARE PERSPECTIVES 

Predictive analytics and deep learning in Health care data 

gained its popularity in the recent years with an exponential 

growth of volumes of data in the form of unstructured and 

heterogeneous medical data [36]. Massive volumes of data 

along with variety and velocity of big data in the field of 

healthcare needs sophisticated learning algorithms to get the 

big insights out of the data stored. Novel deep learning 

algorithms are to be designed towards the opportunities for 

utilizing healthcare big data in reducing patient’s costs, 

readmissions and diagnosis [37][38][39]. 

  

 

VI. CONCLUSION 

Deep learning has the ability to design and implement 

models without the strong underlying mechanisms of the 

domain [40]. With the amount of data related to patients that 

are captured with several features deep learning can solve the 

complex problems that cannot be solved using traditional 

methods. The problems and challenges in finding the 

solutions to the complex problems in health care can lead tp 

several opportunities and future research possibilities to 

improve the field. The recent study on deep learning should 

make an attempt to combine several types of sources related 

to medical data using deep learning .  

 

Deep learning can be used in several applications. In 

almost every domain, obtaining 100% accuracy may not be 

required because deep learning will primarily prioritize 

experiments and assist discovery. For example, in 

cosmological research for meteor discovery in finding the 

chances of passing by or hitting the planet, a deep learning 

system is more technical.  

 

In healthcare, medical images, DL can solve the most 

challenging cases that need manual attention. We conclude 

that deep learning field has not yet reached its maximum 

capacity to gain big insights out of it. Deep learning has the 

flexibility in modeling methods that are infeasible with 

machine learning algorithms.  

 

Researchers should primarily focus on new predictive deep 

learning algorithms can summarize massive volumes of input 

data which can be predicted and analyzed over successful 

training, validation and best results.  
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