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Abstract— Purpose The concept of image restoration 

originated from the manual restoration of murals and 

other artworks during the European Renaissance. Image 

restoration technology is different from other processing 

technologies in the field of computer vision. It has high 

requirements for image feature extraction. Therefore, 

restoration techniques based solely on convolution and 

other methods cannot achieve human visual recognition 

in terms of restoration effects. The proposal of Generative 

Adversarial Network (GAN) provides a new idea for the 

field of image restoration. It adopts the idea of image 

generation model and discriminant model for adversarial 

training, and the repair effect is more in line with the 

characteristics of visual perception. Method Generative 

confrontation network has more powerful feature 

learning and feature expression capabilities than 

traditional machine learning algorithms when 

performing image processing. In the early stage of a large 

number of literature research work, it is found that the 

conditional generative confrontation network CGAN, the 

deep convolution-based generative confrontation 

network DCGAN and the Wasserstein generative 

confrontation network are more widely used. This article 

mainly introduces the basic ideas and methods of GAN, 

CGAN, DCGAN and WGAN, and analyzes and 

summarizes their advantages and disadvantages in image 

restoration. Conclusion The current research on 

GAN-based image restoration methods has made a 

certain degree of progress, but GAN as a new type of 

network model still needs further research in theory. 

 
Index Terms— Generative confrontation network, image 

restoration, CGANs, DCGANs, WGANs 

I. INTRODUCTION 

  With the continuous development of computer technology 
and the emergence of cloud computing, GPU and other 
technologies, research and applications based on deep 
learning have received widespread attention from all walks of 
life. For the field of image restoration, traditional image 
restoration methods mainly focus on two aspects: 
structure-based image restoration and texture-based image 
restoration. On the one hand, structure-based image 
restoration is based on diffusion-based methods, mainly 
including BSCB model, TV model, and CDD model. This 
method mainly uses the edge information of the area to be 
repaired, determines the direction of diffusion, and diffuses 
the known information into the edge. On the other hand, the 
most classic texture-based image restoration method is the 
Criminisi algorithm based on sample blocks. This method 
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first divides the image into a set, designs a matching principle, 
and finds the block with the highest similarity to fill the 
missing area. The traditional repair method has better 
processing effect in the case of small area damage and the 
semantic information of the damaged area is not lost, but for 
large area damage or lack of semantic information, the repair 
effect presents a large area of fuzzy state 

 
(a)                                     (b) 

 

 
(c)                                         (d) 

(a) Small area is damaged and semantics are not missing; 
(b) Small area is damaged and semantics are missing; 
(c) large area is damaged and semantics are not missing; 
(d) large area is damaged and semantics are missing. 
 
The research method based on deep learning was first 
proposed in 1943, but it was not popular due to the social 
development level at that time. Until 2012, in the ILSVRC 
image recognition competition held by ImageNet, ALexNet 
based on the deep learning system won the championship, and 
deep learning returned to people's field of vision. Based on 
the continuous development and improvement of deep 
learning, this method is gradually applied to the field of image 
restoration. The early stage of the image restoration model 
based on deep learning is mainly based on convolutional 
neural networks. It uses the unique advantages of 
convolutional neural networks in training data to generate 
efficient image structure prediction maps, which overcomes 
the shortcomings of traditional restoration methods in 
structural restoration . However, the convolution-based repair 
method still has obvious artifacts in the texture part, and the 
repair result is not satisfactory. Taking into account the 
limitations of convolutional neural networks, in 2014 
Goodfellow proposed a new type of network model 
generative confrontation network. The network consists of 
two models, one is a generative model and the other is a 
discriminative model. The confrontation training of the game 
is continuously optimized until it is mature. Compared with 

A Survey of Image Inpainting Research Based on 
Generative Adversarial Network 

Youyu Sun, Baoshan Sun 

http://www.ijerm.com/


                                                     

A Survey of Image Inpainting Research Based on Generative Adversarial Network 

 

                                                                                              25                                                                                    www.ijerm.com  

 

the pure generative model repair results, it shows more 
powerful feature learning and expression capabilities. 

II. IMAGE INPAINTING TECHNOLOGY BASED ON 

GANS 

In this part, we mainly analyze the principles and methods of 
GANs itself and its derivative models CGANs, WGANs, 
DCGANs and the advantages and disadvantages of image 
restoration. 
 

A. GAN principle and current situation 

The generative confrontation network model consists of two 
parts of work, one is a generator that generates fake samples, 
and the other is a discriminator that is used to determine 
whether the samples generated by the generator are true. The 
purpose of the generator is to try to deceive the discriminator 
so that the discriminator cannot distinguish whether the input 
data is a real sample or a generated sample; the purpose of the 
discriminator is to try to distinguish between the real sample 
and the generated sample, and feed back to the generator a 
discriminant score to promote the generation of the network 
Continue to learn and optimize. Therefore, the objective 
function that the GAN network continuously learns is to solve 
the maximum and minimum optimization problems, as shown 
in Equation 1: 
 

)))]((1log()([logmaxmin zGDxD
DG


….(1) 

In Equation 1, D(x) means the real sample G(z) means the 
generated sample. When the first input is real data, the 
discriminator makes the value of the objective function as 
large as possible; when the latter input is generated data, G(z) 
is as small as possible, and the objective function is as large as 
possible to deceive the discriminator. The generator 
discriminator continuously fights against training, and finally 
reaches the Nash equilibrium. 
The GAN network is similar to two black boxes, and the 
trainer can only focus on the input and output. The generator 
learns the distribution characteristics of the real sample data, 
and generates a data sample that is as similar as possible to the 
real training data for the noise z of the input (uniform 
distribution, Gaussian distribution, etc.); the discriminator 
can be understood as a binary classifier in essence, 
responsible for estimation The possibility that a sample comes 
from the real data set or from the generator. The model 
structure diagram of GAN is shown as in Fig. 1 

 
Fig.1 GAN model structure flow chart 

GAN-based image repair does not consider the damaged 
image during training, but uses the generator to directly 
generate the image to be repaired. In the training phase, the 
pixel value  penalty and the previously trained classification 
error penalty are used to classify the image repair effect 
distinguish. The image restoration method trained by GAN 
has been effectively improved in terms of image restoration 
details. Figure 2 shows the GAN-based image restoration 
process. 
 

B. Derivative model of GAN 

This section analyzes the improved algorithms for GAN 
model training instability and easy model collapse. The main 
ones are CGAN, DCGAN and WGAN. The effects of these 
three improved methods have been widely cited, so we briefly 
analyze this method. 
 

i. CGAN 
The original GAN does not need to distribute the hypothetical 
data during data training, but directly samples the method, 
which really achieves a theoretical approach to the real data. 
However, this method that does not require pre-modeling is 
too free, and the effect is not ideal for larger images and more 
pixels. In order to solve the problem of GAN being too free, a 
natural idea is to add constraints to GAN so that it can have 
some pertinence in its training and develop towards the 
training goal, that is, the core idea of CGAN. Compared with 
GAN, the objective function of CGAN only adds the 
condition variable Y: 
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Both the generator G and the discriminator D add a condition 
variable Y, add a condition variable to the model through the 
Y variable, use the data to control the training of the model, 
and finally guide the data generation. The condition can 
represent any information, such as category information, or 
other modal data, and different scenarios have different 
meanings. 

 
Fig. 2 GAN-based image restoration structure diagram 

 
Fig.3 CGAN model structure flow chart 
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CGAN mainly overcomes the excessive freedom of the GAN 
network when generating images. It can guide the image to be 
repaired according to a priori conditions, and to a large extent 
improve the visual perception of image repair. CGAN can be 
understood as a transition from a purely unsupervised 
generative confrontation network to a supervised one. CGAN 
is mainly used in image restoration for a given draft image 
 

ii. DCGAN 
For the original GAN network, there are no hard and fast rules 
for the network structure of the generator and the 
discriminator and the original GAN network is a completely 
unsupervised network model, but in fact, most of the existing 
problems are supervised . In view of the fact that 
convolutional neural networks have good applications in 
some tasks in the field of supervised learning, the effect in the 
field of unsupervised learning is not obvious. Therefore, 
hoping to help bridge the gap between CNNs in supervised 
learning and unsupervised learning, a class called Deep 
Convolution Generative Adversarial Networks (DCGAN) is 
proposed. The principles of DCGAN and the original GAN 
are the same, except that the two structures of GAN, G and D, 
are adjusted accordingly. The adjustment part is as follows: 

1. Cancel all pooling layers in the generator, use 
transposed convolution, and add stride convolution 
to the discriminator instead of pooling; 

2. Batch regularization: In addition to the output layer of 
the generative model and the input layer of the 
discriminant model, the other network layers have 
joined the BatchNorm layer to stabilize learning; 

3. Remove the fully connected layer and use a fully 
convolutional network; 

4. The generator uses RuLU as the activation function, 
and the last layer uses the Tanh function; 

5. Use LeakyReLU as the activation function in the 
discriminator. 

DCGAN is a better improvement after GAN. Its main 
improvement is in the network structure. Using deep 
convolution as a generator can obtain the semantic 
information of the image in a deeper level, providing a good 
network topology for GAN training. The structure shows that 
the generated features have the computational properties of 
vectors. But the stability of GAN training has not been 
fundamentally solved. The following is the structure of the 
generator model of the original text in the LSUN experiment 
as shown in Figure 4. 

 
Fig.4 DCGAN model structure diagram 

 
iii. WGAN 

The original GAN has the problems of unstable training and 
mode collapse. The main reason for the unstable training of 
GAN is that cross entropy (JS divergence) is not suitable for 
measuring the distance between disjoint parts of the 
distribution, so the WGAN paper proposes to turn The 

method of using wassertein distance to measure the distance 
between the generated data distribution and the real data 
distribution theoretically solves the problem of unstable 
training, difficult training, and the loss function of the 
generator and the discriminator cannot indicate the training 
process. 
  
WGAN mainly improves GAN from the perspective of loss 
function, and its main contributions are: 

1. Remove the sigmoid function of the last layer of the 
discriminator; 

2. The loss of generator and discriminator does not take 
log; 

3. Force the updated weight to be truncated to a certain 
range, such as [-0.01, 0.01], to meet the lipschitz 
continuity condition mentioned in the paper; 

4. It is recommended to use optimizers such as SGD and 
RMSprop. 
 

WGAN mainly improves GANs at the level of loss function, 
so that the model no longer focuses on the balance problem of 
generating and discriminating the model, and to a certain 
extent solves the problem of model training instability. At the 
same time, cross entropy is used as the training standard to 
solve the model collapse problem while ensuring the diversity 
of generated samples. 
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