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 
Abstract— This paper presents a cutting tool estimation 

technique based on the Gaussian process regression (GPR) 

function for predict of tool wear (flank wear width). Tool wear 

prediction parameters and corresponding confidence intervals 

are provided by the GPR model. In addition, the GPR model 

provides better performance than artificial neural networks 

(ANN) and assistive vector machines (SVM) on the predicted 

accuracy due to Gaussian noise can be quantitatively modeled 

in the GPR model. Experimental settings were conducted to 

evaluate the effectiveness of the proposed tool wear predictive 

model. Experimental results show that the flank  wear width of 

the cutting tool can be accurately monitored using the robust 

tool wear assessment technique presented in many cutting 

conditions. This study lays the foundations for monitoring tool 

wear in true industrial environments. 

I. INTRODUCTION 

  Monitoring tool wear is one of the important factors to 

ensure the reliability and stability of the production system 

because when the cutting tool is worn out excessively, it will 

increase the cutting force and even machine tool sound. In 

addition, tool errors lead to 20% downtime in modern 

production systems, reducing machining productivity [1,2]. 

To solve the above problems, an effective monitoring system 

to timely and accurately assess the wear status of the cutting 

tools and propose maintenance methods. Nowadays, as 

modern manufacturing systems become more complex, the 

need for stable and reliable operation also requires a 

monitoring system that can give early warning about tool 

wear. This is also the problem studied in this paper. 

There has been much research to develop and improve the tool 

wear monitoring model, which mainly includes signal 

acquisition, feature extraction and system identification [3,4]. 

An integrated tool wear monitoring system is illustrated in 

Fig. 1. The scope of monitoring the wear of a cutting tool 

during machining primarily covers the width, area, state of 

wear and broken. Frequently used signals and corresponding 

sensors have been shown to be feasible for monitoring tool 

wear considered in [5], including cutting force [6], vibration 

[7], acoustic emission sensor [8] electric current or spindle 

power [9]. For identification systems, artificial neural 

networks (ANN) [10] and support vector machines (SVM) 

[11] are artificial intelligence models that are most widely 

used to monitor flank wear of cutting tools. Ghosh et al. [12] 

developed a model combining sensors based on ANN to 

predict tool wear and found that the composite parameters 

from multiple sensors improved predictive accuracy 

compared to their single sensors. By combining cutting forces, 

torque, cutting conditions and  cutting times, Kaya et al. [13] 

developed a powerful base on flank wear monitoring system 
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for milling Inconel 718 materials. Salgado et al. [14] realized 

the tool wear prediction using minimal squared support vector 

machines (LS-SVM) and found that the based on LS-SVM 

model outperformed the based on ANN model in predictive 

accuracy. This works solved the problem of monitoring flank 

wear of cutting tools in specific areas [15]. However, they 

cannot provide uncertainty of the predicted  results. 

Uncertainty analysis and quantification are  of  great 

importance for improving product quality and efficiency and 

can be integrated into modern production systems. 

 
In order to implement and overcome these characteristics, in 

this work, the Gaussian Process Regression (GPR) [16] 

function is used to build an effective tool wear forecasting 

model by the signal features obtained and the flank wear of the 

cutting tool. The GPR model is a powerful and flexible tool 

that can provide both predictive results and confidence 

intervals (uncertainty estimates) that help quantify predictive 

ability. The GPR model has been widely used in data-based 

modeling for various systems. From here the article was made 

for the purpose of timely and accurate monitoring of flank 

wear during turning using experimental processes combined 

with the GPR model. 

II. EXPERIMENTAL METHODOLOGY 

1. Experimental setup and data collection 

The cutting tests of dry turning normal steel (50#) that have 

been standardized by inserting cemented carbide tools are 

conducted to confirm the effectiveness of the tool wear 

assessment technique presented. A three-component force 

sensor is used during machining to monitor the tool width of 

the tool flank wear.  A schematic diagram of a test set to 

monitor   tool   wear   is   illustrated   in   Fig.   2.   Machining 

parameters in cutting test sets are listed in Table 1. The cutting 

force signals are initially collected at a sampling rate of 20 

kHz using a dynamometer. In addition, the flank wear width 

(VB) of the inserts is measured and recorded after each cutting 

process (at set intervals) using the Video Measuring System 

(VMS) until the tool break (VB > 0.5 mm). 
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Fig. 2 Experimental design 

 

Table 1. Experimental parameters 

Experiment No. Cutting 

speed 

(m/min) 

Feed rate 

(mm/r) 

Cutting 

deep (mm) 

Replications 

1 350 0.15 0.75 2 
2 350 0.15 1.5 2 
3 350 0.25 0.75 2 
4 350 0.25 1.5 2 
5 350 0.35 0.75 1 
6 350 0.35 1.5 1 

 

The flank wear widths (VB) of inserts were used as the object 

of study in this study. A total of 215 data files were collected 

and recorded in the ten cutting test sets as shown in Table 1. 

One data file corresponds to some cases. Moreover, it is 

necessary to perform fusion to eliminate noise and weaken its 

negative effects. The extracted signal features or merged 

features and the corresponding machining parameters 

constitute the feature vectors used as input base on the GPR 

tool wear forecasting model. A total of 430 unique vector 

samples were taken and divided equally for the training and 

test data sets that did not overlap. Also note that the extracted 

signal features need to be standardized before the feature 

consolidation, given by 

 
 

2. Gaussian Process Regression Model 

Gausian process regression (GPR) model [16,17] is a 

non-parametric probabilistic model based on the kernel. The 

trained data set is monitored: , where 

, ,                are taken from an unknown distribution 

function. The GPR model solves the problems in predicting 
the value of a ynew response variable on the basis of the given 

value of the new input vector xnew and the trained data. The 

model of a linear regression function is expressed as: 

 …..(2) 
 

 

Where , is the error variable, is the coefficient predicted 

from the dataset. The responsiveness of the GPR model is 

constructed by giving hidden   variables from the Gaussian 

process (GP) with the explicit basis functions H.  The 

covariance function of the latent variables aimed to produce 

the smoothness for  basic functions and response functions 

corresponding to the input attributes x from the p-dimensional 

attribute space. 

A GP model is a set of random variables where any finite  

element  of  theirs  has  a  Gaussian  distribution.  If is a GP 

model then there are n observation parameters and generally 

distributed random variables are also Gaussian functions. A 

GP model is defined by the covariance function 

and average function 

 

 
The    covariance    functions         are usually 

parameterized by the kernel parameters or hyperparameters  
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and and usually written in the form of  to clearly 

indicate the dependence on . 

 

3. Experimental results and analysis 

 

This work aims at real-timely and accurately 

monitoring the tool wear in machining process by utilizing 

the proposed experiment and the GPR model. The 

GPR-based tool wear predictive model is constructed by 

fitting the target value and the fused features as illustrated in 

Fig. 1. In general, the prediction accuracy of the GPR model 

is almost unaffected by Gaussian noises since they can be 

modeled quantitatively as given by Eq. 6. Therefore, GPR 

performs better than other data-driven methods, such as 

artificial neural networks (ANN) and support vector 

machines (SVM). 

In this study, v-SVR [17], LS-SVM [18], BPNN [19] 

and Elman [20] are also used to implement the tool wear 

prediction process. The feature vectors include 48 extracted 

features (without aggregate features) and the corresponding 

machining parameters are inserted directly into the tool wear 

predictive models to show the advantages of GPR compared 

to the remaining predictive models. 

The predictive results of the five predictive tool wear 

models (GPR, v-SVR, LS-SVM, BPNN and Elman) 

are shown in Fig. 3. Errors indicate the absolute value 

of the difference between predictive and measurement 

tool wear. It can be seen that GPR, v-SVR and LS-SVM 

can effectively follow the tool wear path. Meanwhile, 

the predictability of BPNN and Elman is not very good. 

To compare the performance of the five model 

predictive tool wear, four types of evaluation 

indicators were given by 

 

 
Where yi is the flank wear width of the tool measured by the 

VMS, fi is the predictive value of a tool wear prediction 

model at the xi test point as the corresponding feature vector 

of yi. MAE is the mean absolute error, RMSE is the root mean 

square error, MAPE is the mean absolute percentage error, 

PCC is the Pearson correlation coefficient. Note that larger 

PCC means better performance of the model prediction tool 

wear. Comparing the performance of the five tool wear 

forecast models according to the different evaluation 

indicators is shown in Fig. 4. The number in the column in 

each sub-configuration represents the value of the rating. It 

was found that the GPR had the minimum 

MAE/RMSE/MAPE value and the maximum PCC value 

among the models predicting wear of the five tools. Therefore, 

it can be concluded that GPR has better predictability than the 

remaining models. 
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CONCLUSIONS 

In this study, a new method predicts tool wear based on the 

proposed GPR model was developed for accurately online 

monitoring for flank wear of tool insertion. The main tasks are 

summarized as follows: 

 Analysis and experimental results show that the GPR 

model works better than ANN and SVM in terms 

of predictive accuracy. In addition, the GPR model 

can also provide confidence intervals of predictive 

results. 

 Experimental results show that the flank wear width 

of the cutting tool can be accurately monitored using 

the robust tool wear assessment technique presented 

in many cutting conditions. 

 Less computational efforts for model construction 

and comparable testing time make the GPR model 

an attractive option for on-line tool wear monitoring. 

These research results provide important assurance to 

accurately monitoring the tool wear in the machining process. 
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