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Abstract— Image aesthetic assessment is a complex and 

subjective task intended for computers to mimic the process of 

human visual perception to score the aesthetics of an image. 

Current research in image aesthetic assessment focuses on 

learning the aesthetic features of an image through 

convolutional networks, and then aesthetically scoring the image 

based on the learned features, and researchers are committed to 

improving the aesthetic assessment method by considering a 

more comprehensive set of aesthetic features. From aesthetic 

dichotomy to aesthetic regression to aesthetic distribution, 

images can provide more and more rich aesthetic information, 

but the interpretability is still weak. In recent studies, 

researchers have found that thematic information of images can 

effectively improve the interpretability of aesthetic evaluation 

models. As a research theme that has emerged only in the past 

two years, the aesthetic assessment of multi-theme images is still 

in the early stage of research. There are still fewer papers in the 

research direction of multi-theme image aesthetic assessment, 

and this paper provides an overview of the multi-theme image 

aesthetic assessment model at this stage. Firstly, it analyzes the 

research status and development trend of image aesthetics 

assessment; then it gives an overview of the multi-theme image 

aesthetics assessment model at the present stage, and details the 

research status and future development trend of the multi-theme 

image aesthetics assessment model at the present stage. 

 
Index Terms— Terms—Multi-theme Image Aesthetic 

Assessment; Deep Learning; Image Aesthetic Learning 

I. INTRODUCTION 

  With the rapid development of mobile Internet, people 
can easily access a large amount of image data through mobile 
devices in their daily life, which greatly enriches people's 
visual experience. The beauty and aesthetics of images have 
become an important part of people's pursuit of spiritual life. 
Image aesthetic assessment (IAA) has become a hot research 
issue in the field of image processing and computer 
vision[1][2]. IAA can be applied to many practical scenarios 
such as image enhancement[3],image retrieval[4][5],photo 
album management[6] and recommendation system[7]. For 
example, when a user enters the word mountain scenery in an 
image search system, he would like to see colorful and 
pleasant mountain scenery or well-composed mountain peaks, 
rather than gray or blurred mountain scenery. At present, 
image aesthetics assessment has appeared in some practical 
applications, and achieved some success. For example, Luban 
system that automatically designs advertisement posters, 
Meituxiu software that automatically beautifies images, and 
Tencent video software that automatically selects video 
covers. Image aesthetics assessment has important theoretical 
research significance and practical application value. Early 
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images by the equipment imaging technology and image 
processing technology will introduce different degrees of 
noise, researchers mainly through the image quality 
assessment (IQA) method to quantify the degree of image 
distortion[8]. With the gradual maturation of image imaging 
and processing technologies, people can not only obtain 
high-quality images relatively easily, and require images with 
both high-quality content and aesthetic appeal. For example, 
when cell phone users take pictures, the images not only 
require clear content, but also meet the user's aesthetic 
experience. Since human's aesthetic experience of images is 
influenced by both the objective content of images and 
human's own psychological factors, the evaluation of image 
aesthetics requires the joint support of multiple 
interdisciplinary disciplines such as psychology, aesthetics, 
and computer vision, and it is a very challenging research 
topic. 

The current aesthetic assessment model can be divided into 
two stages: feature extraction and aesthetic decision-making. 
The key task of the image aesthetic assessment model is to 
correctly extract the aesthetic features in the image and make 
a reasonable decision. At the beginning of the aesthetic 
assessment task, researchers extracted specified aesthetic 
features by hand-designed methods. With the development of 
deep learning and further deepening of the technology, 
researchers introduced deep convolutional neural networks in 
the image aesthetic assessment task. Convolutional networks 
have a powerful automatic learning ability and do not require 
researchers to have a rich knowledge base of image aesthetics 
to automatically extract image aesthetic features. 
Convolutional layers of different depths can extract semantic 
features at different levels, and the extracted aesthetic features 
become more and more abstract as the network level deepens. 
Classical photography[9] shows that image aesthetics are 
closely related to the subject matter. To assess the aesthetics 
of an image, the first step is to focus on the theme of the 
image, and then use different evaluation criteria (Image → 
Theme → Aesthetics) for images with different themes to 
further extract various types of features of the image, as 
shown in Figure 1. This leads to the study of the aesthetic 
evaluation method of multi-theme images.  

 
Fig. 1 Schematic diagram of human aesthetic mechanism 
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At present, the relevant review literature on image 
aesthetics evaluation at home and abroad mainly focuses on 
the research of generalized aesthetics assessment 
model[2][10][11]. Jin Xin et al[2] reviewed the development 
history of image aesthetic assessment, and overviewed the 
development of key technologies in this field from the 
perspective of methods, new challenges and database 
construction; Bai Ruyi et al[11] and Lu Yue et al[10] 
analyzed the current research status and development of the 
aesthetic assessment methods of painting images in detail 
from the perspective of art painting image classification. 
These reviews mainly discuss image aesthetic assessment 
methods from the perspective of popular aesthetics, and lack 
analysis and summarization of research progress related to 
multi-theme image aesthetic assessment models. In order to 
further expand and supplement the existing review literature 
on image aesthetic assessment, this paper summarizes the 
research progress of the multi-theme image aesthetic 
assessment model in detail. 

II. IMAGE AESTHETIC ASSESSMENT 

A. Research Status 

What exactly is "beauty"? This question has long been 
debated in the fields of philosophy and aesthetics. The Ge- 
-rman philosopher Alexander Gottlieb Baumgarten first put 
forward the concept of aesthetics in 1750 and called it 
"Aesthetic", or aesthetics. From the development of 
aesthetics, although the founder of aesthetics Baumgarten 
defined aesthetics as "the discipline of sense perception", but 
he focused on the examination of art, and since then aesthetics 
gradually limited to the philosophy of art. Subsequent studies 
of aesthetics have also tended to focus on the attitudes, values, 
and experiences of the aesthetic subject, and have lacked the 
study and methodology of the objective aesthetic object. 
Aesthetics was defined as a philosophical subdiscipline, and it 
was not until the development of other disciplines and 
methods in the twentieth century, such as psychology, 
sociology, neuroscience and the introduction of 
computational science, that it provided a new basis for the 
objective study of aesthetics and the revival of one of the 
concepts of Ancient Greek aesthetics, namely, "Beauty is in 
Proportion". Computational Aesthetics is one of the most 
representative research branches, and in the first half of the 
20th century, George D. Birkhoff, an American 
mathematician, proposed that the ratio between order and 
complexity can be used as a kind of aesthetics measure[12]. 
Therefore, the main task of computational aesthetics is to 
develop new scientific methods to quantify beauty and to 
build models that mimic the process of human aesthetic 
perception[13]. With the continuous development of 
statistical physics and network science methods, as well as the 
exploration of big data collection, computational aesthetics 
can better quantify the study of what exactly evokes the 
pleasurable perception of beauty. Visual aesthetics is an 
important branch of human perception of beauty. Visual 
aesthetic quality is a measure of visually perceived beauty. 
The visual aesthetic quality of an image measures how 
visually appealing an image is to the human eye. The 
assessment of whether an image is aesthetically pleasing or 

not often involves emotions and personal tastes, making the 
assessment of image aesthetics a highly subjective task. 
However, there is often a consensus that some images are 
more visually appealing than others, which is one of the 
principles of computational aesthetics. By exploring how 
computational techniques can be used to predict human 
emotional responses to visual stimuli, computers can mimic 
human perception and cognition of beauty, and thus 
automatically assess the "aesthetics" of an image. 

With the continuous progress of scientific computing 
methods and the rapid development of artificial intelligence 
disciplines, more and more researchers are committed to 
using scientific computational methods to find laws from the 
human aesthetic perception system. Researchers use objective 
computation to study subjective aesthetics, trying to derive a 
set of computer-understandable image aesthetic assessment 
methods. Therefore, the task of image aesthetic assessment is 
a highly subjective study. At present, image aesthetics 
assessment, as a popular research direction in computational 
aesthetics, has attracted the attention and research of domestic 
and foreign research institutions. The research results in this 
research direction have also shown a yearly growth trend in 
recent years, and these research results have promoted the 
rapid development of image aesthetics assessment. 

B. Research Progress 

Image aesthetic assessment task is currently one of the 
research hotspots in the field of computer vision, researchers 
for how to make computers learn to use human thinking to 
aesthetically assess the image to carry out research. Image 
aesthetic assessment task can be divided into two stages: 
image aesthetic feature extraction and aesthetic decision 
making. Initially, traditional manual feature extraction 
methods combined with expertise in the field of photography 
focused on the global features of the image.Datta et al[14] 
combined low-level and high-level features and trained an 
SVM classifier for high-quality and low-quality binary 
classification of the aesthetic quality of the image.Aydın et 
al[15] constructed the image through sharpness, depth, 
clarity, and hue of aesthetic attributes. Ultimately, the 
aesthetic quality score of an image is calculated based on the 
degree of influence of these five aesthetic attributes. Based on 
focusing on these global features, subsequent studies 
combined global saliency to compute the visual aesthetic 
distribution of an image. sun et al[16] used a global saliency 
map to compute the visual attention distribution and describe 
an image, and they trained a regressor to output the quality 
score of an image based on the rate of the focusing attention 
region in the saliency map. Luo et al[17] extracted clarity, 
contrast, color, and color tone from the region where the 
subject matter of an image is represented. The features such as 
clarity, contrast, lighting, geometric composition and color 
harmony are extracted from the image to evaluate the image 
aesthetic score.Wu et al[18] proposed the use of Gabor filters 
to estimate the position of the photographic subject in the 
image and to extract low-level HSV color features from the 
global and central image regions. These features were fed into 
an SVM classifier to predict words describing the aesthetic 
quality of the image. 

With the continuous development of deep learning, 
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automatically extracted deep image features based on CNNs 
surpass the performance of manual features, and different 
depths of convolutional layers can be extracted to different 
levels of semantic features.Lu et al[19] proposed the RAPID 
model which can be considered as the first attempt to use 
convolutional neural networks in visual aesthetics tasks. They 
used an AlexNet-like architecture to compute aesthetic 
quality binary classification of images.Tian et al[20] learned 
effective feature representations from CNNs and the authors 
proposed a query-dependent model as an aesthetic quality 
classifier. Specifically, for each input image, a 
query-dependent training set is retrieved based on predefined 
rules (visual similarity and image label association). 
Subsequently, an SVM classifier is trained on this retrieved 
training set. The results show that the features learned from 
aesthetic data outperform the general deep features learned in 
the ImageNet task. Deep convolutional networks can only 
receive fixed-size inputs, but the aesthetics of an image can be 
destroyed by operations such as cropping and scaling. 
Therefore, Mai et al[21] proposed an architecture (Multi-Net 
Adaptive Spatial Pooling ConvNet) that preserves the original 
size and aspect ratio of the input image, which consists of 
sub-networks with different adaptive spatial pooling 
(Adaptive Pooling) in order to achieve multi-scale feature 
extraction. At the time of testing, the final result of the model's 
computation of the aesthetic quality of an image is usually 
expressed mostly in the form of a high and low quality 
dichotomy and an aesthetic score, Talebi & Milanfar et al[22] 
proposed a new way of representing the results of the model's 
aesthetic assessment, where, for the first time, the computed 
aesthetic quality score is represented as a probability 
distribution over the interval of scores. It was found that this 
way of generating a histogram of scores is more in line with 
the assessment results as perceived by humans. 

III. MULTI-THEME IMAGE AESTHETIC ASSESSMENT 

A. Research Status 

The key task in the assessment of image aesthetics lies in 
correctly selecting and extracting aesthetic features in images 
and making rational decisions. Recently, researchers[23] have 
suggested that when evaluating aesthetics, human beings 
either explicitly or implicitly take into account the influence 
of image themes, and that different thematic images focus on 
different aesthetic features. The current aesthetic assessment 
model directly learns the aesthetics of all thematic images 
without differentiation and ignores the correlation between 
themes and aesthetics hindering the further development of 
image aesthetics assessment. 

In earlier studies, generic aesthetic assessment 
studies[24][25] also pointed out that the unconventionality of 
subject matter or style has a direct impact on aesthetic scores, 
but did not explicitly propose a solution for the impact of 
image theme interdependence on the aesthetic assessment 
model.Cui et al[24] proposed an improvement based on the 
VGG16 by developing a hybrid fully convolutional network 
that utilizes object and image scene semantic cues to predict 
their perceived aesthetic quality; Fu et al[25] proposed an 
effective solution to improve the accuracy of image aesthetic 
assessment by utilizing composite features generated by deep 

pre-trained convolutional neural networks, the proposed 
training-free method considers local, global and scene-aware 
information of an image and utilizes off-the-shelf deep 
learning models in the feature extraction process; in the most 
recent research, the He[23] et al. pointed out that existing IAA 
dataset labels generally do not consider that different themes 
have different scoring criteria, created a theme-oriented 
aesthetics dataset, TAD66K, and established a baseline 
model, TANet, which effectively extracts thematic 
information and adaptively establishes perceptual rules to 
evaluate images with different themes. The article 
demonstrates that TANet achieves state-of-the-art 
performance through large-scale testing. However, the 
complexity of multi-branching model and the difficulty of 
unifying the branching network parameters also have an 
impact on the model performance.Yang et al[26] proposed a 
MetaMP-based IAA method, which trains the network based 
on meta-learning to obtain content-oriented aesthetic 
representations. The meta-knowledge learned by the model 
from different short-term goals can be used to update the 
parameters of the long-term goals to quickly adapt to various 
thematic tasks. Meta-learning can assist the model in 
obtaining general initialization parameters related to the 
topic. For evaluation networks, initialization is usually 
performed by pre-trained weights, which are obtained based 
on a large amount of data, and then fine-tuned for the target 
IAA task. The obtained model weights are not accurate. 

B. Aesthetic assessment model for multi-theme images 

Theme and Aesthetics Network (TANet) He et al[23] 
formally proposed for the first time that images with different 
themes correspond to different assessment criteria. Learning 
aesthetics directly from images while ignoring the impact of 
theme changes on human visual perception hinders the further 
development of image aesthetics assessment, which is a 
challenge for image aesthetics assessment. In He et al.'s study, 
they constructed the first theme-oriented image database and 
proposed a benchmark model TANet for different themes 
based on the theme dataset.TANet consists of three parts, 
namely, Theme-aware Network (TUNet), RGB 
Attention-aware Network (RGBNet), and Aesthetic-aware 
Network (APNet).TANet can be used to predict the aesthetics 
of an image based on the recognized themes to adaptively 
learn rules for predicting aesthetics. To further improve the 
perception of each theme, the model adds an RGB 
distribution-aware attention network (RGBNet) to help the 
network perceive the color distribution in RGB space and 
solve the high complexity problem of standard 
attention.TUNet uses ResNet18 as the backbone S and is 
trained on a scene database, achieving a 85.03% top-5 
accuracy. The scene database is a repository of 10 million 
images labeled with more than 400 unique topic semantic 
categories and environments, which almost covers the 
TAD66K dataset and topics in daily life. As a result, TUNet 
ultimately learns parameters that include both basic topic 
information and the rules that control how that information is 
perceived. 

http://www.ijerm.com/


 

The Development and Trend of Research on the Aesthetic Assessment of Multi-Theme Images 
 

                                                                                              86                                                                                  www.ijerm.com  

 
Fig. 2 Framework diagram of TANet model 

 

Complete-information Patch Selection Scheme and a 

Multipatch Network(Mate MP) Yang et al[26] argued that 
directly fine-tuned pre-trained networks may not be able to 
adapt quickly to a variety of topics in an aesthetic assessment 
task. The performance of different aesthetic themes may be 
poor, and aesthetic criteria across themes should be 
established. In the case of data imbalance, the model should 
maintain its advantages. Therefore the article proposes a 
meta-learning based IAA method to quickly adapt to various 
theme tasks. The model trains metalearner by iteratively 
training images with different themes to obtain 
content-oriented aesthetic features and solve the problem of 
poor performance for different aesthetic themes. The 
generated parameters are then trained and tested with new 
image types. In addition, the article considers the interaction 
between the image as a whole and the details, and designs a 
full-information patch selection method from the image as a 
whole and the details. Thus, an image patch with rich details 
and matching the overall impression is obtained. the overall 
block diagram of the model is shown in Fig. 3. 

 
Fig.3 Mate MP model block diagram 

IV. ASSESSMENT INDICATORS AND DATASETS 

A. Assessment Indicators 

The current research on the aesthetic assessment of 
multi-theme images is consistent with the research on generic 
aesthetic assessment. The degree of correlation between 
variables is measured by the correlation coefficient. A larger 
correlation coefficient indicates a higher degree of correlation 
between two variables, and in the multi-subject image 
aesthetics assessment task it indicates the degree of 
correlation between the predicted value of the aesthetics 
scores and the true value, and a larger correlation coefficient 
indicates a better model performance. These include Linear 
Correlation Coefficient (LCC) and Spearman's Rank 
Correlation Coefficient (SRCC). 

 

where  denotes the number of images,  and denotes 

the true value and the predicted value of the ith image, 
respectively,  and  denotes the average of the true value 
and the predicted value. 

 
Where,  is the number of images,  and  is used to 

calculate the level difference between the true value and the 
predicted value. 

When assessing the performance of the aesthetic 
assessment model, there exists a threshold value for the 
aesthetic score of an image. Generally when the aesthetic 
score is greater than this threshold, we consider the image to 
be of high aesthetic quality, and vice versa for low aesthetic 
quality. Accuracy is also a commonly used performance 
assessment metric for multi-theme aesthetic assessment tasks. 

 
Where  is the predicted correct image and  is all 

images. When larger, it indicates that the model has better 
prediction performance for the aesthetic quality of the image. 

B. Theme-oriented Image Datasets 

There are many existing databases established for IAA 
research, but most of them are constructed for generalized 
aesthetic assessment tasks, such as AVA (aesthetic visual 
analysis)[27], AADB (aesthetics and attributes database)[28], 
etc., which makes the GIAA This makes the research of GIAA 
relatively mature and fast development. On the 
theme-oriented image database research, AVA as the most 
commonly used dataset in aesthetics tasks, the dataset also 
contains 66 semantic labels. These labels are not in the same 
dimension, some of them are describing the content of the 
image, such as water, architecture, and some of them are 
describing the style of the image, such as black and 
white.These labels also imply the thematic information of the 
image, but they are not strictly classified according to the 
theme in a systematic way. 

TAD66K[23] serves as the first theme-oriented image 
dataset, which consists of 66K images containing 7 major 
categories and 47 subcategories of popular themes. Each 
image contains 1200 valid annotations. The researchers 
collected the most frequently downloaded themes from Flickr 
website from 2008 to 2021 to ensure the richness of the 
themes, which are 47 themes in total, and categorized these 
themes into 7 major categories, which are Plants, Animals, 
Artifacts, Colors, Humans, Landscapes, and Others. Previous 
scoring of image aesthetics suffered from long-tailed 
distributions, such as the AVA dataset, where images with 
scores of 5-6 were 2,700 times more common than images 
with scores of 1-10. For this reason, the researchers divided 
the images into three categories: good, average and bad, and 
maximized the diversity of the aesthetic scoring of the images 
by sampling the images in these three categories as evenly as 
possible. If an image is scored without a reference annotation, 
it may make the annotator's annotation unstable. For this 
reason, the researchers set anchor images, i.e., reference 
labeled images, for images with different scoring ranges. 
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Moreover, the researchers used the batch labeling method to 
label 50 images at a time, so that the annotators can see 
enough samples to make a fair and consistent annotation. 
Eventually, after manual cleaning, close to 1200 comments 
per image were collected and the average of these values will 
be used as the GT of the image. 

 
Fig. 4 TAD66K dataset 

V. CONCLUSION 

Visual aesthetics is an innate human ability, and image 
aesthetics is an abstract and highly subjective task. The rapid 
development of deep learning has led to an unprecedented 
boom in computational aesthetics research as well. 
Researchers have explored image aesthetics from various 
aspects and perspectives, continuously expanding and 
deepening their research, discovering problems in their 
research, and continuing their research from problems. At 
present, there are still a series of challenging problems in the 
field of image aesthetics. The image aesthetics assessment 
model can be divided into two stages: feature extraction and 
aesthetic decision-making. How to construct a feature 
extraction network to extract more comprehensive and 
reasonable aesthetic features has been the difficulty and focus 
of the aesthetic evaluation task, and it is also an important 
research direction at present. From manual annotation to 
convolutional network extraction, and from bottom layer 
features to high level semantic features, researchers are 
committed to obtaining complete aesthetic features of images. 
The current research development in this field is constantly 
updated and improved, and shows good performance in 
applications. However, there are still some development areas 
to be explored. This paper introduces a new research 
direction-multi-theme image aesthetic assessment research, 
mainly from the correlation between image themes and 
aesthetics. This paper first analyzes the current research status 
and development trend of image aesthetics assessment, and 
then gives a detailed introduction to the current research on 
multi-theme image aesthetics assessment. The current 
research on multi-theme image aesthetic assessment is still in 
its infancy, and how to utilize the existing theme dataset for 
model training and feature learning is still the key to the 
problem. This paper summarizes the current research status of 
multi-theme image aesthetics assessment methods, hoping 
that it can give some inspiration to other researchers and 
motivate future research to mine more potential applications 
from it. 
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