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Abstract— Recognizing human activities in fully
controlled environment is very simple task but in
partially observable and uncontrolled environments
recognizing activities from videos is a challenging
problem and has many practical applications for
instance Security and Surveillance. Computer
Vision has been researched for a long period of time
to recognize human activities from video on which
the environment is uncontrolled, the problem is
reduced to activity prediction from unfinished
activity streaming, which has been studied by many
researchers. There could be uncontrolled
environments that may create error for the
recognition. In this paper, we try to combine both
supervised and unsupervised learning network
method that can recognize human activities from
both controlled and uncontrolled environments.

Index Terms— Attificial neural network, Object
recognition, SOM, RBF and Computer Vision.

I. INTRODUCTION

Machine learning involves adaptive mechanisms that
enable computers to learn from the previous
knowledge. Learning capabilities can improve the
performance of an intelligent system over time. The
most popular approaches to machine learning are
artificial neural networks. Artificial neural networks
(ANN) are machine learning techniques that are used to
model human brain and consist of a number of artificial
neurons. Neurons in artificial neural network consist of
fewer connections than biological neurons-each neuron
in ANN receives a number of inputs and an activation
function is applied to these inputs.

Neural networks look like the human brain in the
following two ways:
i. A neural network acquires knowledge through
learning.
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ii. A neural network's knowledge is stored within
inter-neuron connection strengths known as
synaptic weights

In artificial neural network, a self-organizing map
(SOM) for unsupervised learning and radial basis
function network (RBF) for supervised learning can be
integrated into one system for a computer vision that
are capable of recognizing human activities from video.
A learning machine need not be given all of the details
of its environments if we provide all the details of the
environment it takes time to execute all the instruction
and its sensors are responsible for detecting the
environments. In this paper we investigate neural
network architecture for recognizing human activities
that is taken from videos. A learning machine that is
capable of recognizing human activities from videos is
done by combining two learning paradigms which can
be defined as follows:

In supervised learning, the goal is to construct an input
and output mapping Y=F(x) that predicts the output
v=(Y1, Y2, ..., Ym) for an input x=(x;, X, ..., X,), the
mapping is found from example of the desired output
{Y1, ¥2, ...} at the input data points (X;, X,...} in order
to minimize the expected output error.

In, unsupervised learning, only a set of input data {x(1),
x(2)...} € R is given and the goal is to construct a
mapping so that the output {y(1), y(2)...} € R fully
characterizes the statistical properties of the input.

In general, this requires a nonlinear function
approximate with good generalization characteristics.
We choose the radial basis function RBF network as the
main framework for our study of recognizing human
activities from video. Moreover, it is possible to train
the RBF network in two stages with the basis function-
first being determined by unsupervised learning and
then the second layer weights being determined by the
supervised learning.

In computer vision for recognizing human activities
system presented in this paper, a self-organizing map
(SOM) is first used to cluster sensory information into
prototypes according to a topographic mapping, then
the RBF is used to implement the nonlinear mapping
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from sensory spaces to a motor action space. In this two
layer learning structure, the SOM has two functions -
one is to compress the large amount of sensory
information in order to reduce the computation time
and the other is to divide the high dimensional sensor
information space into some small areas which are used
to generate smoother approximations between the
sensing information. The cluster center obtained with
the SOM are used to initialize the center of the basis
function in the RBF network and corresponding
receptive fields are calculated by maximum likeli hood
estimation, the second layer weights in the RBF
network are then obtained by the supervised learning.
By using the well-known least mean square (LMS)
algorithm, the output of the RBF Network is
transitional.

II. RELATED WORK

Artificial neural network is a popular machine learning
approach in recent computer vision and robot system
learning and is used for simulating human brain. The
main idea is to use the ANN approaches for recognizing
human activity which is taken from a video device
which has become a part of our everyday life. With
video sharing websites experiencing relentless growth,
it has become necessary to develop efficient indexing
and storage schemes to improve user experience. This
requires learning of patterns from raw video and
summarizing a video based on its content. Content
based video summarization has been gaining renewed
interest with corresponding advances in content based
image retrieval (CBIR) [6]. Summarization and
retrieval of consumer content such as sports videos is
one of the most commercially viable applications of
this technology [7].

Security and surveillance systems have traditionally
relied on a network of video cameras monitored by a
human operator who needs to be aware of the activity in
the camera’s field of view. With recent growth in the
number of cameras and deployments, the efficiency and
accuracy of human operators has been stretched.
Hence, security agencies are seeking vision-based
solutions to these tasks which can replace or assist a
human operator. Automatic recognition of anomalies in
a camera’s field of view is one such problem that has
attracted attention from vision researchers [[8], [5]]. A
related application involves searching for an activity of
interest in a large database by learning patterns of
activity from long videos can be referred from [9], [10].

[II. STATEMENT OF THE PROBLEM

Recognizing human activities from video using RBF
for controlled environment is very simple and straight
forward, because we feed all the training to the neural
network and then, based on the training data set, the
network will recognize the activities. But when we
apply for uncontrolled environments, the capability of
recognizing activities from video becomes minimal and
cannot converge easily and also the convergence rate is
very low.

IV.METHODOLOGY

The methodology that we use for recognizing human
activity from video is a combination of radial basis
function (RBF) for recognizing in a fully controlled
environment and SOM (Self Organizing Map) for
uncontrolled environments.

In RBF, all the training data set is given to the network
for training. Once the network is trained using RBF for
fully controlled environments, it is a very simple task to
recognize the activity. Then the output of this
controlled environments or RBF will be taken by SOM
for uncontrolled environments. This helps us to take a
minimum iteration for choosing an activation value and
also provides a higher rate of convergence.

V. THE LEARNING SYSTEM

Recognizing human activities from video through a
learning computer vision system is composed of
unsupervised learning and supervised learning; there
are also input neurons at unsupervised learning. The
architecture contains SOM for unsupervised learning
and RBF for supervised learning that are integrated into
one system for acquiring and recognizing the activities
of human which is sensed by a vision system. A generic
action or activity recognition system can be viewed as
proceeding from a sequence of images to a higher-level
interpretation in a series of steps. The major steps
involved are the following:

1. Input video or sequence of images

2. Extraction of concise low-level features

3. Mid-level action descriptions from low-level
features

4. High-level semantic

primitive actions

interpretations  from

The parameter such as the number of hidden neurons,
learning rate and the respective field of RBF have to be
carefully chosen  in order for the successful
implementation of computer vision system, therefore
the adjustment of these parameter is crucial for
successful application of neural network.
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RBF and nz — 2-2-200
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case 1

Figure 2: Recognizing human activity = )
= mmn__train_
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spread = 40:
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VLEXPERIMENTS case 2
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Intensive experiments have been conducted to === = 13*012;
. qe . . spreac — - &
address the validity of the sensed videos. First, wehave v = sizefxn_train_2):
tested the same through the vision program in several DF = 1: }
stages to check the accuracy. Initially, the achieved 2:;:; Al Lapalspread MIN.DEX
results were tested from the vision program and are P =xn_ train:
found to have a remarkable precision although the T = dn_train
.. . . . . spread = 0.5;
vision is affected by the camera resolution and.hghtmg. S S T—
The vision system simulated camera resolution used
was 640x480 because this is the average camera

resolution in order to sense the visual object. errl = sum((dn_train-sim(net xn_train)) ~2)

end

XN = siminet.xn_test);
err2 = sum(({dn_test-3) ™2
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VIII. CONCLUSION

In this paper, we combine both RBF and SOM for
recognizing human activities from both controlled
environments and uncontrolled environments. Partially
observed videos providing a machine the ability to see
and understand as humans do has long fascinated the
scientists, the engineers and even the common man.
However, several more technical and intellectual
challenges need to be tackled before we get there. The
advances made so far need to consolidated, in terms of
their robustness to real world conditions and real time
performance. This would then provide a concrete
ground for further research. Our hybrid neural network
has a less performance on recognizing complex
environments and also has less performance on
recognizing multiple environments at a time. In our
future work, we shall focus on providing a better
solution for addressing such problems. The data set that
we use is also not sufficient i.e. we took 15 videos of
different environments.
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